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Abstract—This paper presents the basic concepts of genetic 
algorithms (GA) which is a field of artificial intelligence used to find 
solution to problems which cannot be found by procedural 
programming or traditional algorithms. The paper includes the 
results and observations made on the basis of tool that has been 
constructed to analyze the performance of GA to find the best 
optimum solution. The problem of premature (local) convergence has 
been focused upon and the research done to solve this problem over 
the years has been reviewed. The implementation of chaos theory is 
in order to incorporate the ‘randomness’ factor in GA to avoid local 
convergence has been studied. The observations show how chaos 
theory supports GA to find the global optimum solution and 
overcome its limitation. 
 
Keywords: Genetic Algorithm, Analysis tool, Tournament selection, 
Mutation factor, Uniform Crossover, Premature Convergence, Chaos 
theory,  

1. INTRODUCTION 

1.1 Basics of GA 

Genetic Algorithm is a part of Evolutionary Algorithms. It is a 
population-based search optimization algorithm which applies 
basic concepts of biology, namely-genetic behavior, 
selection,crossover and mutation, to generate the optimal 
solution for any complex problem which cannot be solved by 
traditional procedural programming. 

Genetic Algorithms (GAs) were first invented by John 
Holland in the 1960s. Along with his students and colleagues, 
he worked on the development of GA during 1970s.[1].It is 
based on the Darwinian principle of evolution:”Survival of the 
Fittest”. Among an occurring population of a particular 
generation, the fittest individuals should survive to be the 
parents for the population of next generation. This is 
determined by natural selection. The GA steps used in our 
tool, depicting the basic algorithm are represented in Fig.1. 
There is a variety of selection, mutation and crossover 
methods used for implementation of GA. 

The technique of ‘Tournament Selection’ has been used in our 
tool to analyze the performance of GA with specified 
parameters. The solutions found using GA is termed as 

chromosomes or strings.A chromosome contains a group of 
numbers that completely specifies a candidate solution during 
the optimization process.[4]The problems in real life are of 
non-linear nature for which a global optimum solution has to 
be found. Hyper-heuristic techniques and Evolutionary 
algorithms are two solutions for nonlinear optimization 
problems.[2]  

The solution found using GA is optimum as compared to those 
found by heuristic search techniques in terms of time 
complexity and optimization standards.  

 

Fig. 1 : GA steps used in tool 
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1.2 Chaos Theory 
Chaos theory is a phenomenon that derives its conclusions by 
applications of branches like meteorology, sociology, physics, 
engineering, economics, biology, and philosophy. The term 
‘chaos’ itself depicts randomness. This theory is applied to 
find a solution to nonlinear problems where factors are known 
but conclusions are unpredictable. Most of the real world 
problems like weather turbulence, stock market behavior, etc. 
are nonlinear problems whose state at a particular point of 
time is unpredictable. The theory states that a small 
disturbance or the smallest changes in the input domain can 
lead to drastic and variant changes in the final solution of a 
problem. Based on this principle of unpredictability and 
mixing of factors, this theory is used to calculate global 
optimal solutions for genetic algorithms, which is explained 
later in the paper. 

2. GA ANALYSIS TOOL 

The GA Analysis Tool has been designed to implement the 
GA graphically using applets and user interactive controls. 
The GUI has been provided so that the users and learners can 
understand the basic procedure and applications of GA. 
Suitable parameters; namely-population size, fitness factor, 
crossover rate, mutation rate and tour size are set dynamically 
through the tools, using which GA is implemented and the 
results are found. The population size is initiated. The 
crossover technique to be used determines the value of 
crossover rate. In our tool, we apply uniform crossover type, 
which means that the child will have the genes of both the 
parents in equal proportion. So the rate has been set to 0.5. 
The selection technique used is tournament selection. The tour 
size, i.e. the number of individuals competing for survival is 
set by the user.The fitness parameter is provided as a string of 
0s and 1s. This determines the gene sequence or the structure 
of the individual’s chromosome. The screenshot of the tool 
and the result is as shown below: 

 

Fig. 2: GA Tool1 

 
Fig. 3: GA Tool 2 

2.1 Selection Technique – Tournament Selection 

Tournament selection provides selection pressure by holding a 
tournament among “s“ competitors, with “s” being the 
tournament size [4]. The winner of the tournament is the 
individual with the highest fitness of the s tournament 
competitors. The winners become parents for the next 
generation and the process continues till the fittest individual 
is found. The winner is always the fittest individual in the 
population. Steps of the technique are: 
1. Initialize the population with the specified tournament 

size. 
2. Save every individual for the tournament to find the 

fittest. 
3. Find the fittest individual according the given fitness 

parameter. 

2.2 Mutation Rate and Crossover 

The mutation rate is the determinant factor for convergence of 
the population to find the ultimate fittest individual. The 
crossover technique is used to form a new individual using the 
chromosome configuration of parents. The two activities to 
find the resultant solution are- exploration and exploitation. 
Exploration is used to analyze every possible solution in the 
search space. The best solution is then exploited via crossover 
to find the fittest individual from parent individuals that were 
earlier obtained by exploration. 

 
Fig. 4: Crossover and Mutation 



Genetic Algorithms-Overview, Limitations and Solutions 331 
 

 

Advances in Computer Science and Information Technology (ACSIT) 
Print ISSN: 2393-9907; Online ISSN: 2393-9915; Volume 2, Number 4; April-June, 2015 

3. PREMATURE CONVERGENCEIN GA 

Premature convergence is the term that refers to the 
phenomenon of reaching a local optimum solution rather than 
the global optimal solution, when GA is applied to the real 
world problem. It occurs when genes of high rated individuals 
dominates the population. It is a suboptimal state where GA 
operators can’t produce offsprings with a better performance 
than their parents. A stage comes when the variety in gene 
sequences of the individuals in a population reduces. This 
demonstrates convergence as most of the population is now 
identical. Following are the screenshots that describe the 
variation in the final result after running the tool more than 
once with the same parameters: 

 

As observed, the fittest individual in the first attempt was 
found in the 16th generation whereas in the second attempt it 
was found in the 15th generation. So we can conclude that the 
global optimum solution has not been achieved. Over the 
years, many experiments have been carried out to find a way 
to modify the GA to prevent premature convergence so that it 
gives a globally optimum solution. Chaos Theory has played 
an important role as a solution to this problem. 

4. SOLVING PREMATURE CONVERGENCE 

Various techniques have been adopted and implemented by 
applying different algorithms and proposing different models. 
Chaos theory has also been used for the same. The significant 
solutions have been described here. 

4.1 DGCA and Elitist Technique 

To reduce early convergence, some control factors need to be 
monitored to maintain the diversity and fitness of the 
population. The factors are: 

1. Genetic Diversity   
2. Selective Pressure [3] 

Two techniques of selection, namely, Roulette Wheel 
Selection and Rank Selection were blended and used as an 
operator. The former technique works on the principle of 
exploitation and the later involves exploration. This was kept 
in mind while implementing Dynamic Genetic Clustering 
Algorithm (DGCA). 

As shown in our tool, the technique of tournament selection 
has been applied on the entire population. So it may be 
possible that the best solutions in the form of fittest 
individuals have been ignored on the way. Thus, it converged 
towards local optimum. This limitation is overcome by DGCA 
as in this technique the entire population is divided into 
clusters. The blended operator is applied to select the fittest 
individual out of each cluster. Suppose two clusters are 
considered and after applying the blended selection operator 
and performing crossover, a child is generated. Now the 
comparison is made among the fittest individuals of the two 
clusters and their child. The fittest out of the three becomes 
the candidate for parenting the next generation. This technique 
is called the ‘elitist technique’ as it follows the principle of 
elitism. Elitism emphasizes on the fact that only the 
individuals of a certain ancestry, in this case the fittest 
individuals should participate in the evolution of next 
generation. The following equation was used to decide the 
number of clusters on which the selection operator was 
applied: 

x=round(log2(psize)); 

Where x is no. of clusters formed and psize is population size. 
[3] 

 Each cluster is further divided into two clusters to perform 
crossover. The algorithm was implemented on the Training 
Salesman Problem to find the shortest path that covers all the 
cities at least once. The comparison was made by applied 
normal GA and DGCA. The number of iterations made in 
DGCA to calculate the best path was 1/4th that of the number 
of iterations using normal GA and the best path had lesser 
distance using DGCA as compared to GA. 

4.2 Using Average Hamming Distance 

Using Hamming distance, the time convergence has been 
focused upon. This refers to the time it takes to obtain the 
configuration of a particular allele through the entire process 
of selection, crossover and mutation, using fitness ratios to 
obtain bounds on time complexity. The average hamming 
distance of a population is the average distance between all 
pairs of strings in a population of size N[3]. The size used to 
calculate the average is 

N(N-1)/2. 

In this technique, the reason attributed for a faster 
convergence is based on two offsprings having the same 
alleles or similar gene sequence if one parent has contributed 
those alleles to their production. Lesser the hamming average , 
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faster the convergence. Random search is done on a flat 
function i.e. 

f(xi)=constant. 

Some lemmas have been proposed to explain that what exactly 
leads to faster convergence. It has been found that selection 
factor determines the time convergence. For crossover, the 
lemma stated is: 

“Traditional crossover operators do no change average 
hamming distance of given population.” 

Letting hi, t stand for the hamming average of the ith locus we 
have: 

hi, t = hi;t+1[4] 

i.e. the average hamming distance of the population in one 
generation is equal to that of the next generation. The diversity 
of a population is maintained by mutation. Here, instead of 
altering the mutation rate, the gene sequence of an individual 
is added to its bit complement to the population. Combining 
fitness prediction with hamming average prediction give an 
idea how much progress is possible and how much work has 
been done. 

4.3 Using Iterated Prisoner’s Dilemma (IPD) and Chaos 
Theory 

This problem has been used as it provides a dynamic 
environment with feedback. Special mutation operator called 
’λ’ mutation is used. IPD was first implemented by Axelorod 
in the 1970s, in his book ‘The Evolution of 
Cooperation’ (1984). In this problem, a tournament is 
organized between N prisoners and their mutual strategies are 
recorded. In the first iteration of the game, mutual strategy is 
implemented among players to get scores A better strategy is 
‘tit for tat with cooperation’. A high score for the player in a 
game using better strategies in the game represents a light 
sentence and a successful pair of decisions. The dilemma is 
whether the prisoners should ‘cooperate’ or ‘defect’ for the 
appropriate move. A set of moves is used to create a 64 bit 
string which represents each player in the algorithm. The best 
strategies are clustered together and patterns are recognized in 
the data. The rules are generated on the basis of the fittest 
chromosome string formed by clustering the best strategies. 
These rules were tested using “Travelling Salesman Problem”. 
By analysis of these rules, a simple chaotic function was 
generated: 

xn+1=λxn(1-xn) [6] 

Following conclusions were made: 

1. 0<λ<3- convergent pattern 
2. 3<λ<3.56- bifurcating 
3. 3.56<λ<4- chaotic 

The chromosomes are generated by the IPD strategy. It was 
found that an individual with convergent ’λ’ produced an 

offspring with rigid uniform crossover masks.[4] Individuals 
with non-convergent ’λ’ have a high degree of variability over 
generations. This shows chaotic behavior which is favorable 
for diversity. In this process, masked uniform crossover and 
bit flipping mutation was used. Using the equation above, the 
test was repeated 10 times with different mutation 
probabilities. Increase in the rate of ’λ’ mutation operator 
improved the average IPD score, i.e. confirmed the strategy to 
be used to ensure the diversity of gene sequences of the 
chromosome. 

5. CONCLUSION 

The tool has been designed to understand the implementation 
of GA and the reason for the occurrence of the phenomena 
called premature convergence. Many techniques including 
chaos theory have been used to solve the conclusion to this 
problem. The main objective of all the solutions has been to 
increase the efficiency of result set by modifying the selection 
operator used to find the fittest individual to produce the next 
generation. The three solutions by implementing DGCA, 
Hamming Distance and Chaos Theory have been effectively 
explained In case of DGCA, clustering plays a major role in 
preventing early convergence. In the application of Hamming 
Distance, combining fitness prediction with hamming average 
prediction gives an idea about how much progress is possible 
in the production of the next generation and how much work 
needs to be done to maintain its efficiency. The role of chaos 
theory in solving the premature convergence problem has been 
explained using ‘Iterated Prisoner’s Dilemma’, by explaining 
the involvement of mutation factor ’λ’ and how it effects the 
crossover process for the production of offspring. The 
techniques discussed above can help to obtain a global 
optimum solution to a non-linear, real world problem. 

6. FUTURE SCOPE 

A lot of work is being done on combining genetic algorithm 
with some other technique to find a global optimum solution. 
The combination is termed as ‘Hybrid Genetic Algorithm’. On 
combining GA with another technique, a hybrid procedure is 
created which brings out the best characteristics in both GA 
and the technique. The changes are made to the GA by 
combining it with either a local search method or by making 
some changes in the operators like selection, crossover and 
mutation by using specified rules. Work is being done to 
modify the GA to fulfill the objective of finding the best 
possible solution. 
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